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Dialogue Systems

● What are dialog systems?

● Conversations with automated agents

● Takes natural language input and produces 

natural language output

● System provides responses to user utterances

● A sequence of (𝑢𝑡 , 𝑠𝑡) tuples

○ Also being commonly termed as conversational AI

● Useful in performing tasks, engaging with users

● Traditional systems were rule-based/flow-chart driven

● Recent advancements in NLP has made Dialog 

Systems smarter



Dialogue Systems

Goal-oriented

● Help users complete task through conversation

● Used for getting directions, searching 

restaurants/movies, booking tickets etc.

● Example: Siri, Alexa, Cortana, Google 

Now/Home

● Dataset: MultiWOZ, Schema-guided dialogue 

(SGD)

Non-goal oriented

● Try to mimic unstructured human-human 
conversation/chats

● Can act as a psychotherapist, assistant, virtual-
friend etc.

● Example: ELIZA, Microsoft XiaoIce, BenderBot, 
ChatGPT

● Dataset: DailyDialog, PersonaChat, Wizard-of-
Wikipedia, TopicalChat



Goal-Oriented Dialogue Systems

Dialogue-State Architecture

● Dialogue State Tracker (DST): Keeps track of the overall dialogue act

● Dialogue Policy: Decides what dialogue act to generate

● Natural Language Generation (NLG): Generates response



Non-Goal Oriented or Open-domain Dialogue 

Systems
Pure Chat

● Generate response given dialogue 

history

Knowledge-grounded

● Generate response given dialogue 

history and other relevant conditions

Sample from DailyDialog dataset Sample from Wizard-of- Wikipedia dataset



Explainability: The Need

● Trust

● Causality

● Informativeness

● Fair and Ethical Decision Making

● Accountability

● Making Adjustments

Reference: Nadia Burkart and Marco F. Huber. A Survey on the Explainability of Supervised Machine Learning. Journal 

of Artificial Intelligence Research (JAIR), 2020.



Our efforts towards Explainable Dialogue 

Systems

● Hi-DST: A Hierarchical Approach for Scalable and Extensible Dialogue State 

Tracking 1

● DialoGen: Generalized Long-Range Context Representation for Dialogue 

Systems 2

● Dial-M: A Masking-based Framework for Dialogue Evaluation 3

1. Suvodip Dey, Maunendra Sankar Desarkar: Hi-DST: A Hierarchical Approach for Scalable and Extensible Dialogue State 

Tracking. SIGDIAL 2021.

2. Suvodip Dey, Maunendra Sankar Desarkar, and P. K. Srijith. "Towards Generalized and Explainable Long-Range Context 

Representation for Dialogue Systems." arXiv preprint arXiv:2210.06282 (2022).

3. Suvodip Dey, Maunendra Sankar Desarkar: Dial-M: A Masking-based Framework for Dialogue Evaluation. SIGDIAL 2023.

https://aclanthology.org/2021.sigdial-1.23.pdf
https://aclanthology.org/2021.sigdial-1.23.pdf
mailto:https://arxiv.org/abs/2210.06282
mailto:https://arxiv.org/abs/2210.06282


Scalable and Extensible Dialogue State Tracking

● Dialog State/Belief State:

○ As a goal-oriented conversation 

flows, different slots/aspects and 

values get mentioned

○ Dialog state is a collection of those 

slot-value pairs

● How does it help?

○ The system frames DB queries from 

this Dialog States, and DB responses 

are used to generate the response

○ One way to validate response 

generation

Suvodip Dey, Maunendra Sankar Desarkar: Hi-DST: A Hierarchical Approach for Scalable and Extensible Dialogue State 

Tracking. SIGDIAL 2021.



Scalable and Extensible Dialogue State Tracking

● Expect more slot values in the future

○ Flat multi-class classification becomes unreliable

○ Break it down into smaller pieces

● A series of predictions:

○ Domain change / Domain / Slot-action / Slot-

value

● Need to be extensible

○ More slots, values can be added in future

○ Can we avoid (detailed) retraining?

○ Use representation of the slot and value names 

wherever possible

○ Convert domain-slot values into questions

■ hotel-name: What is the name of the hotel?

○ Context: User/system utterance based on slot 

action



Scalable and Extensible Dialogue State Tracking



Dial-M

● Good quality response often contains cues 

related to the ongoing dialog context

● If not, then the response may become 

incoherent/random

● Proposed approach to check response quality:

○ Mask important words from the response

○ From the context, we should be able to 

predict those words

● Take a response

● Mask important keywords

● Predict the masked keywords

○ Use standard high-quality denoising 

models

● No re-learning for separate datasets

Lower scores are better

Suvodip Dey, Maunendra Sankar Desarkar: Dial-M: A Masking-based Framework for Dialogue Evaluation. SIGDIAL 2023.



Dial-M

• Lower Dial-M scores indicate better 

responses

• Responses with higher human 

scores get less score for the Dial-M 

metric

• Correlates with human scores

An example. Lower Dial-M score indicates better response 

quality



Conclusion

● Explainability builds trust

○ Helps in debugging, and has other advantages

● Quality without explainability, for human-facing tasks is not adequate

● Generic and explainable methods are needed

○ For policy making

○ Response generation

○ Evaluation

● Some initial approaches are proposed

● A lot more need to be done



Thank you. 

Questions?
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Maunendra Sankar Desarkar

Email: maunendra@cse.iith.ac.in

Website: https://people.iith.ac.in/maunendra/ 
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